Robust 3D gravity gradient inversion by planting anomalous densities
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SUMMARY

We present a new gravity gradient inversion method for esti-
mating a 3D density-contrast distribution defined on a grid of
prisms. Our method consists of an iterative algorithm that does
not require the solution of a large equation system. Instead, the
solution grows systematically around user-specified prismatic
elements called “seeds”. Each seed can be assigned a different
density contrast, allowing the interpretation of multiple bod-
ies with different density contrasts and that produce interfering
gravitational effects. The compactness of the solution around
the seeds is imposed by means of a regularizing function. The
solution grows by the accretion of neighboring prisms of the
current solution. The prisms for the accretion are chosen by
systematically searching the set of current neighboring prisms.
Therefore, this approach allows that the columns of the Jaco-
bian matrix be calculated on demand, which greatly reduces
the demand of computer memory and processing time. Tests
on synthetic data and on real data collected over an iron ore
province of Quadrildtero Ferrifero, southeastern Brazil, con-
firmed the ability of our method in detecting sharp and com-
pact bodies.

INTRODUCTION

Over the past 20 years, substantial effort has been directed to-
wards estimating 3D density-contrast distributions from grav-
ity data inversion. Usually the inversion methods, like that of
Li and Oldenburg (1998), produce blurred images of anoma-
lous sources. On the other hand, methods for producing sharp
images have been developed by Portniaguine and Zhdanov
(2002) and Silva Dias et al. (2009). All previously mentioned
methods require the solution of large linear systems, which can
be one of the biggest hurdles for large problems. Attempts to
overcome this problem include: the method of René (1986)
that obtains 2D sharp and compact bodies by successively in-
corporating cells around pre-specified cells called “seeds” with
known density contrasts; and the method of Camacho et al.
(2000) that recovers sharp 3D bodies by means of a systematic
search algorithm. We present a new 3D gravity inversion that
uses “seeds” around which the density anomalies grow, as in
René (1986), and imposes compactness of the solution using
a regularizing function like that of Silva Dias et al. (2009).
Tests on synthetic data and on field data collected over the
Quadrilatero Ferrifero, southeastern Brazil, confirmed the po-
tential of the method in producing sharp images of the density
anomalies.

INVERSE PROBLEM

Consider a data set composed of N observations of compo-
nents of the gravity gradient tensor. We assume that these ob-
servations are due to anomalous densities confined within a
three-dimensional region of the subsurface. Let us consider
that this region is divided into a set of M juxtaposed right
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rectangular prisms. It follows that the gravity gradient ten-
sor caused by the density anomalies can be approximated by
the sum of the contribution of each prism, which can be cal-
culated using the formulas of Nagy et al. (2000). Assuming
that each prism has a constant density contrast, it follows that
the relationship between the components of the gravity gradi-
ent tensor and the density contrast of each prism is linear and
can be expressed in matrix notation as

d = Gp, ey

where d is the data vector containing the gravity gradient ten-
sor components caused by the prism ensemble, p is the param-
eter vector containing the density contrast of each prism, and
G is the Jacobian matrix of the functional relation between d
and p.

The inverse problem of estimating p is an ill-posed problem
and thus requires additional constraints to be solved. The con-
straints used in our method impose that the solution be com-
pact and concentrated around “seeds”’, which are user-specified
prisms with known density contrasts. These conditions can be
imposed by means of a regularizing function following the ap-
proach of Silva Dias et al. (2009). We formulate the inverse
problem as minimizing the goal function

L(p) = ¢(p) +ub(p), )

where 1 is a regularizing parameter. Function ¢ (p) is a mea-
sure of the data misfit and is usually the ¢, norm of the residu-
als, which is sensitive to outliers in the data. If a more robust
inversion is desired, the ¢; norm of the residuals should be
used

N
o(p) = 1° —d[|; = > |df — i, 3)
i=1
where d’ is a vector containing the measured data and d is
given by equation 1. It is important to note that we use the
term “outliers” to refer to both errors in the measurements and
to interfering gravitational effects produced by non-targeted
sources.

The regularizing function 8 (p) is similar to that of Silva Dias
et al. (2009). It enforces the compactness of the solution
around the seeds and is defined as

M ni B
0(p) = I 4
()=, prLE )
i=1
where p; is the ith element of p, € is a small and positive con-
stant used to avoid discontinuities, /; is the distance between
the ith prism and the seed to which it will be accreted, and 8
is the power to which /; is raised and controls the compactness
of the solution.

Planting algorithm

Our algorithm requires a set of Ng seeds specified by the user
beforehand. These seeds should be chosen according to prior
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information about the density anomalies, such as geologic mod-
els, well logs and previous inversions. Each seed consists of a
prism of the interpretative model and thus the sth seed is de-
scribed by a density-contrast value ps and a position index i
in the parameter vector. The algorithm starts with an initial
estimate p® with all elements set to zero. Next, the seeds are
included in the initial estimate by setting pg = ps. An iteration
of the algorithm consists of trying to grow each of the Ng seeds
by performing the accretion of one of its neighboring prisms.
The accretion of a prism to the sth seed is performed in three
steps:

1. Each neighboring prism of the seed is temporarily
added to the estimate, one at a time, and the goal func-
tion (equation 2) is evaluated for the current estimate
including the neighbor. Each neighbor is added to the
estimate with the density contrast ps of the sth seed.

2. One of the tested neighbors is chosen that both reduces
the data-misfit function (equation 3) and provides the
smallest value of the goal function (equation 2). This
chosen neighbor is then added permanently to the esti-
mate, finalizing the accretion. If none of the neighbor-
ing prisms of the sth seed meet these criteria then the
sth seed doesn’t grow in this iteration.

3. In the case that a neighboring prism is accreted to the
sth seed, its neighboring prisms are appended to the
seed’s current neighbor list and the values of the goal
and data-misfit functions are updated.

These three accretion steps are repeated for each seed. After all
seeds have tried to grow a new iteration is started. This process
stops when none of the seeds are able to grow, signifying that
the data-misfit function (equation 3) cannot decrease further.
Figure 1 shows a 2D sketch of three stages of the algorithm:
the starting configuration; the end of the first iteration; and the
final solution.
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Figure 1: 2D sketch of three stages of the planting algorithm.
a) Starting configuration using two seeds (dark red and dark
green prisms). Neighbors are shown in light red and light
green. b) State of the solution after the first iteration. ¢) The
final result of the inversion after the algorithm stops.

One of the main advantages of our algorithm is that it does
not require the solution of an equation system. Even more
importantly, the full Jacobian matrix G is not needed at any
single time since the search is limited to neighboring prisms
of the current solution. This means that each column of G
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only needs to be calculated when the prism of the interpreta-
tive model to which it refers becomes a neighbor of the current
solution. This technique is known in computer science as “lazy
evaluation”. Furthermore, once a neighboring prism is perma-
nently added to the solution, its corresponding column is no
longer needed and can be discarded. This results in fast inver-
sion times and low memory usage, allowing the inversion of
large data sets using fine meshes without the need for super-
computers or data compression algorithms (Portniaguine and
Zhdanov, 2002). Another advantage is that there is no need
to calculate the derivative of the goal function with respect to
the parameters. Therefore, either the ¢;, the ¢, or any order
norm of the residuals, weighted or not, can be used without
any modification to the algorithm.

APPLICATION TO SYNTHETIC DATA

Figure 2a-c shows the synthetic gravity gradient data used to
test the performance and correctness of our method. The data
set was produced by seven rectangular blocks with different
geometries, depths and density contrasts (Figure 3a). The syn-
thetic model was designed to simulate a real world scenario
in which there are interfering gravitational effects produced by
multiple sources, some of which are not of interest to the inter-
pretation. In this case, we considered that the targets of the in-
version were the blocks with positive density contrasts. Thus,
we used the ¢ norm of the residuals to “ignore” the gravita-
tional effect of the other non-targeted sources and recover only
the blocks with positive density contrasts.

The synthetic data set contains 625 values of the gyy, gy., and
g2z components, totaling 1,875 values. We corrupted the data
with a pseudorandom Gaussian error of standard deviation 0.5
Eotvos and zero mean to simulate measurement errors. The
interpretative model consists of 37,500 juxtaposed rectangular
prisms. Our starting configuration is composed of one seed for
the block with density contrast 0.6 g.cm™> (yellow prism in
Figure 3c) and 13 seeds for the two blocks with density con-
trast 1.0 g.cm™> (red prisms in Figure 3c).

Figure 2a-c shows the adjustment of the data produced by esti-
mated density-contrast distribution (Figure 3b) to the synthetic
data. For comparison, the gravitational effects of the blocks
with negative density contrast were removed from the syn-
thetic data and plotted against the data produced by the esti-
mate (Figure 2d-f). Notice that the inversion performed on the
full synthetic data was able to fit the gravitational effects of the
blocks with positive density contrasts. This demonstrates that
our method is able to “ignore” the gravitational effect of the
blocks with negative density contrast by allowing large resid-
uals in places where this effect is dominant. Figure 3b shows
that the estimated density-contrast distribution recovers only
the three blocks with positive density contrasts.

APPLICATION TO REAL DATA

We applied our algorithm to a Full Tensor Gradiometry (FTG)
survey over iron ore deposit of the Caué Itabirite located in the
region known as Quadrildtero Ferrifero, Brazil. We chose to
use the gyy, gyz, and g;; components in the inversion because
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Figure 2: Test with synthetic data. a-c) Synthetic noise-
corrupted data and data predicted by the inversion for the three
components used. d-f) For comparison, the effect of the prisms
with negative density contrast was removed from the synthetic
data and the result is shown in blue contours. The data pre-
dicted by the inversion remains the same as in a-c.

the elongated SW-NE feature related to the iron ore deposits is
more prominent in these components (Figure 4a-c). The data
were terrain corrected using a density of 2.67 g.cm™3. Assum-
ing an iron ore deposit with density of 3.67 g.cm ™~ results in a
density contrast of 1.0 g.cm™3 between the ore and host rocks.
This value was assigned to all seeds in the inversion. The data
set contains 4582 measurements of each component, resulting
in a total of 13,746 measurements. The interpretative model
consists of 164,892 prisms that included the topography of the
area. We used 46 seeds whose locations were chosen based on
the g, component map and previous geologic models of the
area.

Figure 5 shows the estimated 3D density-contrast distribution
which is composed of compact geologic bodies that are in
close agreement with previous interpretations by Martinez et
al. (2010). Figure 4d-f shows the data predicted by the inver-
sion. Notice that, for all three components, the inversion is able
to fit the elongated SW-NE feature and consider as outliers the
gravitational effects of other sources. When performed on a
computer with an Intel® Core™ 2 Duo P7350 2.0 GHz pro-
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Figure 3: Test with synthetic data. a) Prismatic model used
to generate the three component synthetic data. b) Inversion
results using the ¢; norm. All prisms with density contrast dif-
ferent from zero are shown. Contours of the synthetic model
also shown for comparison. ¢) Set of seeds used in the inver-
sion (yellow and red prisms).

cessor, the total time for the inversion was approximately 15
minutes.

CONCLUSIONS

We have presented a new method for the 3D inversion of grav-
ity gradient data that uses a systematic search algorithm and a
robust adjustment through the use of the £; norm of the resid-
uals. Prior information is incorporated into the solution by
means of prismatic elements called “seeds” around which the
solution is concentrated. Large data sets and fine interpretative
models can be easily handled by implementing a “lazy eval-
uation” of the Jacobian matrix. Synthetic and field data tests
show that our method is able to recover compact bodies with
different density contrasts despite the presence of interfering
gravitational effects produced by non-targeted sources. Thus,
prior knowledge of density-contrast values and seed locations
for these sources is not required.
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Figure 5: Result of the inversion of the FTG data from
Quadrilatero Ferrifero. The “height” axis refers to height
above the geoid. a) Prisms with zero density contrast shown
in gray and prisms with density contrast 1.0 g.cm™> shown
in light red. Dark red prisms represent the seeds used in the
inversion. Blue lines show the locations of cross sections (c)
and (d). b) View of the result from the western side. ¢) Cross
section at northing coordinate 5500 m. d) Cross section at nor-
thing coordinate 1200 m.
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